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ABSTRACT:

DDoS attacks are getting smarter and use more than one method, which makes it hard for regular defenses to
work. Modern mitigation systems have three big problems: they give a lot of false positives when there are real
traffic bursts, they can't learn new attack patterns, and they make the user experience worse by adding a lot of
latency. This paper introduces an innovative architecture known as QAND (Quantum-Adaptive Neural Defense),
which utilizes adaptive neural filtering, quantum-inspired randomization, and entropy-based traffic fingerprinting
to tackle these difficulties.

There have been three big updates to QAND. To find granular attack detection, a multi-dimensional entropy
fingerprinting approach looks at six traffic parameters at simultaneously. The source IP distribution, the
destination port patterns, the packet size variation, the inter-arrival length, the TCP flag combinations, and the
payload randomization are all examples of these parameters. Second, a quantum-inspired randomness generator
that updates every 100 microseconds can produce 2°128 different defense setups. This stops opponents from
employing reconnaissance to figure out how the system operates. Third, an adaptive neural filter can change in
real time without having to go through offline retraining cycles. It does this by using gradient descent for
continuous online learning, which is limited by a memory buffer.

We put QAND to the test in the real world with 40Gbps of traffic and attacks including DNS amplification, SYN
floods, HTTP floods, UDP floods, and Slowloris attacks. The trials showed that 97.3% of the traffic was correctly
recognized under long-term 30Gbps attacks, with a false positive rate of 0.8%. The average latency was about 2.1
milliseconds. When there is a lot of traffic, QAND is 3.1-5.8% more accurate, has 1.3-3.6 times fewer false
positives, and has 2.8-21.4 times less latency than other academic systems and commercial solutions like
Cloudflare, F5 Advanced WAF, and Imperva. The CPU is consuming 68% of its power at 40Gbps, while the
RAM is using 4.9GB, which means that it performs well in production.

Keywords: DDoS mitigation, distributed denial of service, quantum-inspired computing, adaptive neural networks, entropy
analysis, traffic fingerprinting, real-time machine learning, network security, attack detection, anomaly detection.

INTRODUCTION

One of the most common and changing dangers to cybersecurity is a Distributed Denial of Service (DDoS) attack.
The 2024 Netscout Threat Intelligence Report says that there were more than 13.1 million DDoS attacks around
the world, which is 28% greater than the year before [1]. These assaults have become more advanced over time,
going from basic volumetric floods to complicated, multi-vector attacks that mix actual requests with attack traffic
[2, 3]. Neustar's 2024 poll found that the average DDoS assault costs businesses $2.5 million each event. This
includes the expense of addressing the problem, the time it takes to fix it, the damage to the company's reputation,
and the loss of customers [4].
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There are three main types of modern DDoS mitigation solutions, and each one has its own set of problems.
Signature-based systems [5, 6, 7] use known attack patterns and don't work against zero-day versions. Mirkovic
and Reiher's foundational work set limits on traffic volume [8], but attackers have responded with slow-rate attacks
that stay below detection limits [9, 10]. Anomaly detection methods [11, 12, 13] look for statistical outliers, but
they give too many false positives when there are real traffic spikes, such as flash crowds or viral content spreading
[14, 15]. Rate limiting systems [16, 17] offer some basic protection, but they lower the quality of service for real
users and don't tell the difference between attack traffic and real spike traffic [18].

Machine learning techniques look good on paper, but they are hard to use in real life. The Random Forest classifier
by Zhang and Chen was 94% accurate, but it needed 15 minutes of training data before it could be used [19]. Li et
al.'s convolutional neural network was 96% accurate, but it needed GPU acceleration and took 45 milliseconds
longer to process [20]. Most importantly, these systems need to be retrained every so often. This means that new
types of attacks can happen without anyone noticing [21, 22]. Wang et al.'s entropy-based identification got the
accuracy up to 92%, but it had trouble with real high-entropy traffic from content delivery networks [23].

This research presents QAND (Quantum-Adaptive Neural Defense), an innovative system that addresses these
constraints through three interconnected advancements. QAND is different from other systems because it uses
multi-dimensional entropy fingerprinting to accurately identify attacks, quantum-inspired randomization to stop
reconnaissance-based attacks, and continuous online learning to make it adaptable in real time. Our method works
well in production, with a detection accuracy of 97.3%, a false positive rate of 0.8%, and a latency of 2.1ms. It also
keeps 99.4% throughput even when attacks are ongoing.

1.1 Problem Statement and Reasons

We began our research by examining production DDoS attacks at a Tier-1 ISP with 2.3 million customers. We
found three big problems with the current protections. First, volumetric and application-layer threats need very
different ways to be stopped. Most systems are set up to protect one at the cost of the other [24, 25]. Cloudflare's
volumetric protection is great for UDP/SYN floods, but not so great for more complicated HTTP floods [26]. Web
Application Firewalls, on the other hand, can only protect against threats at the application layer and can't handle
attacks that are multi-terabit in size [27, 28].

Second, attackers are using reconnaissance more and more to find out how to get around defenses. They send
fake traffic to systems to see how they react, and then they come up with attacks that take advantage of blind spots
[29, 30]. Attackers know the limit on decisions and make attacks that stay just below it. This makes systems with
fixed thresholds very weak [31]. A recent study by Kumar et al. demonstrated this vulnerability by reverse-
engineering three commercial DDoS protection services, achieving an 87% success rate in assaults against their
own payloads [32].

Third, the issue of false positives has not been resolved. Anomaly detectors set off false alarms when there are
real traffic spikes, like when a new product is released, breaking news happens, or something goes viral [33, 34].
A big e-commerce site said that their DDoS protection system blocked 40% of real users during a Black Friday
sale, costing them $12 million in lost sales [35]. The primary challenge is differentiating between malicious
coordination and natural crowd behavior [36, 37].

1.2 Research Contributions
This work has five main parts:

+ A multi-dimensional entropy fingerprinting system that uses Shannon entropy with time weighting to look at six
traffic metrics at the same time. It can find 97.3% of attacks with only 0.8% false positives across six types of
attacks.

* A quantum-inspired randomization engine that creates 27128 defense configurations that change every 100
microseconds. This stops attackers from figuring out how the system works by trying to break into it.

* An adaptive neural filtering technique that uses continuous online learning with memory-constrained gradient
descent. This lets it adapt to new attack patterns in real time without having to go through offline retraining cycles.
* A five-tier graduated traffic shaping controller that uses confidence scores to determine how to respond to attacks
in a way that causes the least amount of damage. It keeps 99.4% of valid traffic flowing even during persistent
30Gbps attacks.
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* A full test in a production setting that handled 40Gbps of data showed that it was 3.1-5.8% more accurate, had
1.3-3.6 times fewer false positives, and had 2.8-21.4 times better latency under load than commercial and academic
systems.

1.3 Paper Organization

The rest of this paper is set up like this. Section 2 looks at similar work in DDoS detection and mitigation, putting
approaches into groups and pointing out their flaws. Section 3 shows the QAND system architecture and goes into
detail on how each part was designed and built. In Section 4, we talk about how we did our experiments and provide
the outcomes of our tests. In Section 5, we talk about what we learned from deployment, the system's limits, and
where future research should go. The end of Section 6.

RELATED WORK

Many research groups have looked into DDoS mitigation in depth. We classified relevant work into five groups:
signature-based detection, anomaly-based detection, machine learning methods, quantum computing applications,
and hybrid systems.

2.1 Signature-Based Detection Systems

Early DDoS detection depended on finding patterns of attacks that were already known. Mirkovic and Reiher's
groundbreaking taxonomy set the standard for volumetric detection using packet rate thresholds [8]. Peng et al.
added protocol-specific markers for SYN floods and UDP amplification to this [38]. Contemporary commercial
solutions, such as Arbor Networks' Pravail, utilize comprehensive signature databases that are continuously
refreshed via threat intelligence feeds [39, 40].

However, there will be a signature-based methods which has got some big problems. They can't find zero-day
attacks or polymorphic versions [41, 42]. Attackers get around signatures by making small changes to the protocol
or hiding communications [43]. Chen et al.'s recent work showed that 76% of new attack variants go undetected by
signature-based systems for an average of 18.3 hours until signature changes are made [44]. Our method is going
to resolve this problem by using continuous learning instead of being used just a static signature.

2.2 Anomaly Detection and Statistical Methods

Anomaly detection finds assaults by looking for statistical differences from regular behavior. Lakhina et al.were
the first to use entropy-based detection to look at the unpredictability of source IP distributions [45].Wang et al.
enhanced this methodology using multivariate change-point identification, with 92% accuracy [23]. Xu et al.used
both entropy analysis and sketch-based algorithms to find things at 100Gbps line rates without using a lot of
memory [46, 47].Time-series analysis techniques have demonstrated potential. ARIMA models can find volume
anomalies, but they need stable baseline traffic [48, 49]. Wavelet analysis can find attack signatures in the frequency
domain, but it has trouble with attacks that happen slowly [50, 51]. Xie and Yu's spectral analysis was 89% accurate,
although it took a lot of computer power [52].

The main problem is that false positives will be happen when there are real traffic which spikes. Gil et al. has
discovered that entropy-based detectors will identify 23-41% of authentic flash crowds as attacks [53]. Zargar et
al.'s survey found that high false positive rates is the main reason so that system couldn't be put into a production
[54]. QAND will be solving this problem by using graduated response tiers that deal with categorization ambiguity
in a smooth way instead of making binary blocking decisions.2.3 Machine Learning and Deep Learning Approaches
Machine learning made it possible for DDoS detection to adapt. In SDN contexts, Braga et al. used Self-Organizing
Maps to find flow-based problems [55]. The Random Forest classifier by Zhang and Chen looked at 24 features
and got 94% accuracy, although it needed 15 minutes of training data [19]. Support Vector Machines were good at
binary classification but not very good at categorizing attacks into more than two classes [56, 57].

Deep learning made it much easier to find things. Yuan et al.'s Recurrent Neural Network identified temporal
relationships in traffic sequences [58]. Li et al.'s CNN attained 96% accuracy by interpreting packet headers as
image-like entities [20]. Autoencoders facilitated unsupervised anomaly detection in the absence of labeled training
data [59, 60]. Yin et al.'s GAN-based method produced fake attack samples to add more data [61].

But training offline produces windows of vulnerability. While models wait to be retrained, new types of attacks
come out [21, 22]. Adversarial instances can trick neural networks. Hashemi et al. showed that CNN-based
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detectors could be fooled 78% of the time with carefully planned perturbations [62]. QAND solves these problems
by allowing for continuous online learning that adapts in real time without needing to be retrained.

2.4 Quantum-Inspired Computing in Security

New ways to protect information have been inspired by the concepts of quantum computing. Kumar and Singh
looked into quantum key distribution as a way to make communications safer [63]. Quantum annealing looked like
it could help with optimization difficulties in network resource allocation [64, 65]. Quantum random number
generators make sure that cryptographic applications use real randomness [66].

Quantum-inspired algorithms use quantum ideas but execute on traditional hardware. Quantum-inspired
evolutionary algorithms help to improve the order of firewall rules [67]. Quantum neural networks showed promise
for recognizing patterns [68]. Our quantum randomization engine uses these ideas to make defense configurations
that are hard to predict, which stops assaults that rely on reconnaissance.

2.5 Hybrid and Multi-Stage Defense Systems

Researchers came up with hybrid systems since they knew that no one method was enough. DefCOM used both
collaborative filtering and traffic analysis [69, 70, 71]. Ensemble learning combined several classifiers into CALD
[72]. Mitrokotsa et al.'s multi-stage design used coarse filtering first and then fine-grained analysis [73].

Defenses that use SDN are flexible and may be programmed. Sahoo et al. employed SDN to dynamically steer
traffic to scrubbing centers [74, 75, 76]. FloodGuard by Huang et al. used OpenFlow to stop flooding in real time
[77]. But these systems still need separate processes for finding and fixing problems. QAND combines detection,
adaptability, and graduated response into one system that works at the microsecond level.

SYSTEM ARCHITECTURE

QAND acts as an inline protection layer that sits between the internet edge and the protected infrastructure. The
system design in Figure 1 has four main parts: the Entropy Fingerprinting Module, the Quantum Randomization
Engine, the Adaptive Neural Filter, and the Traffic Shaping Controller. Traffic moves through these parts in a
pipeline, and feedback loops let them change all the time.

QAND System Architecture

r ~ - ~
Entropy Adaptive State
Ir.:.::;;‘l:t Fingerprinting — Neural e,
Module Filter .
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Memory Protected
- Buffer & Servers
r o r a
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Figure 1: QAND System Architecture with Component Interactions

3.1 Entropy Fingerprinting Module

3.1.1 Multi-Dimensional Entropy Analysis

The Entropy Fingerprinting Module looks at six different dimensions of traffic at the same time. DDoS traffic has
different entropy signatures than normal transmission. Normal user activity follows a set pattern: browse, click,
wait, browse. This makes the system less random. Even with advanced randomization, botnet cooperation creates
unusual entropy distributions that can be found through multi-dimensional analysis.

We find Shannon entropy for each dimension d over time window W using the formula H_d = -Z(p_i * log 2(p_1)),
where p_i is the chance of seeing value i in dimension d. The six dimensions are: (1) Source IP address distribution:
genuine traffic displays clustering by region and ISP, while attackers show a uniform distribution across IP space.
(2) Destination port entropy: typical traffic goes to standard ports (80 and 443), while attackers scan or flood
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specific services. (3) Packet size distribution: Real packets obey application protocols, but assaults often employ
the largest or smallest sizes. (4) Variance in inter-arrival time: people have thought time, while automated attacks
have mechanical timing. (5) TCP flag combinations: typical three-way handshakes are not the same as SYN flood
patterns. (6) The randomness of the payload content—encrypted communication includes a lot of entropy, while
attack payloads often have patterns that repeat.

Important new idea: the temporal weighting factor T gives more weight to recent data, which lets you respond
quickly to surprise attacks while keeping things stable amid slow changes in traffic. The weighted entropy e d =
H_d * exp(-M(t_current - t window)), where A regulates how fast it decays. Testing showed that L = 0.01 was the
best value since it balanced responsiveness (3 to 5 seconds to detect) with stability (avoiding false triggers on natural
variance).

3.1.2 Implementation and Performance

Calculating entropy every packet would add too much overhead. We use sliding window batching, which means
that each batch has 1,000 packets and the windows overlap by 500 packets. This gives you 100ms of time resolution
and keeps CPU use below 15% with 40Gbps speed. Count-Min Sketch is a type of hash-based sketch that lets you
estimate probability distributions without using a lot of memory [78, 79, 80]. SIMD instructions (AVX-512) make
it possible to do entropy calculations in parallel across dimensions. On Intel Xeon Gold 6338 processors, each core
can handle 2.8 million instructions per second.

3.2 Quantum Randomization Engine

3.2.1 Motivation and Design Rationale

Traditional protections are deterministic, which means that the same inputs always give the same outcomes.
Sophisticated attackers use reconnaissance to take advantage of this: they send fake traffic to the system, watch
how the defenses respond, and then figure out how to get around the decision limits [29, 30, 31]. Once attackers
know how a system works, they can plan attacks that are just below detection thresholds or take advantage of gaps
in coverage.

The Quantum Randomization Engine solves this by using controlled non-determinism based on quantum
superposition. We don't use real quantum hardware (which isn't realistic for production deployment), but we do use
quantum computing ideas to make pseudo-random defense configurations that change all the time. The analogy:
Schrédinger's cat is in superposition until it is measured. In the same way, attack traffic exists in numerous
categorization states at the same time, and the current quantum state affects how it is analyzed (entropy analysis).

3.2.2 Technical Implementation

The engine keeps a 128-bit quantum seed Q that changes based on four sources of entropy: (1) The current network
entropy state from the fingerprinting module. (2) System performance measures, like CPU, memory, and latency.
(3) Hash of the historical assault pattern from the memory buffer. (4) A hardware random number generator (Intel
RDRAND instruction for real randomization). The seed regenerates every 100 microseconds: Q(t+1) = SHA3-
256(Q(Y) || E_net || M_sys || H_attack || R_hw), where || means "concatenate."”

The seed sets up the defense by mapping to parameter space, which includes entropy thresholds (5% variation),
neural network dropout rates (0.1-0.3 range), traffic shaping quotas (+10% adjustment), and reaction latency (0—
50ms jitter). An attacker probing at 10,000 queries per second sees 1,000 alternative system behaviors with a
regeneration rate of 100 ps. It is impossible to fully investigate the configuration space (2"128 = 3.4x10"38
possibilities) because it is too big. Attackers can't learn stable patterns since patterns change quicker than
reconnaissance can map them.

3.3 Adaptive Neural Filter

3.3.1 Network Architecture

The Adaptive Neural Filter uses a simple three-layer feedforward network that is designed for speed rather than
complexity. The input layer has 6 neurons (one for each entropy dimension), the hidden layer has 256 neurons with
ReLU activation, and the output layer has 1 neuron with sigmoid activation that gives a confidence score between
0 and 1. The network has 1,793 weights, which lets it make inferences on a CPU in less than a millisecond. This is
different from deep learning methods that need GPU acceleration [20, 58].
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3.3.2 Continuous Online Learning

Important innovation: learning all the time without having to go back to school. To keep up with new data,
traditional ML systems need to be trained again and again [19, 20, 21]. This makes it possible for new assault
varieties to be undiscovered until the following retraining cycle. With each sample, online learning gradually
changes the weights: W(t+1) = W(t) - aVL, where a is the learning rate and VL is the loss gradient.

Standard online learning has a problem called catastrophic forgetting, which means that learning new patterns
makes you forget what you already knew [81, 82]. Attackers use data poisoning to take advantage of this by slowly
changing their attack patterns to teach the system to accept bad traffic [83, 84, 85]. Our answer is gradient descent
with memory limits. We keep a buffer M that holds high-confidence classifications (confidence > 0.8) for both real
(M_L) and attack (M_A) traffic. The buffer can hold 10,000 samples and uses the FIFO replacement policy.

The weight updates add the current sample to the memory buffer: VL_total = VL _current + BVL_memory, where f3
= 0.3 balances keeping old knowledge with adapting to new information. This stops poisoning attacks. Even if the
attacker sends 1,000 bad samples, the memory buffer keeps learning by using 10,000 trusted past samples.

3.3.3 Adaptive Learning Rate

Problems with convergence happen when learning rates are fixed. During natural traffic changes, like lunch hour
or big news events, pure online learning goes up and down. We used an adaptive learning rate that depended on
how sure we were about our predictions: a(t) = o, 0 * (1 - C(t)), where C(t) = |S(t) - 0.5] * 2 indicates how sure we
are (0 = unsure, 1 = sure). When the system is sure about classifications, it learns slowly (low a). It learns
aggressively (high a) when it doesn't know what to do. In practice, 0. 0 =0.001 leads to reliable convergence over
a range of traffic patterns.

3.4 Traffic Shaping Controller

3.4.1 Graduated Response Strategy

Detection is important, but it's not enough. How well protection works depends on how well reaction mechanisms
work. Binary allow/block decisions hurt other people: false positives block real users, while false negatives let
attackers in. Most commercial systems use hard thresholds, which means that 15% to 40% of real traffic is blocked
during flash crowds [35, 53].

QAND has a five-level response system based on neural filter confidence scores: Tier 1 (95-100% benign): Full
throughput, no limits. Tier 2 (85-95% likely benign): Light rate limitation with a 10% drop. Tier 3 (70-85%
uncertain): JavaScript challenge or CAPTCHA. Tier 4 (50—70% suspicious): Heavy rate limiting, which means that
the rate is cut by 80%. Tier 5 (0-50% malicious): Drop packets and temporarily blacklist the source.

This stepwise technique reduces the effects of false positives. Even if the system wrongly identifies a genuine user
as Tier 2 suspicious, they simply incur a 10% slowdown instead of being completely blocked. The findings of the
experiment demonstrate that 99.4% of real traffic falls into Tiers 1 and 2, with only a small amount of degradation.

3.4.2 Dynamic Threshold Adaptation

The borders of each tier change according on how strong the attack is. When there is a lot of attack traffic, thresholds
get tighter (more traffic is seen as suspicious). During regular operation, thresholds loosen up, which lowers the
number of false positives. Adaptation comes after exponential smoothing: T i(t+1) =yT _i(t) + (1-y)T_target with
v = 0.95 lets you make small changes over time. This stops the system from oscillating during times when it is
switching from attack to normal.

EXPERIMENTAL EVALUATION

4.1 Experimental Setup

4.1.1 Hardware and Network Configuration
We have deployed the QAND on a real e-commerce site which has a heavy traffic. Dell PowerEdge R750 servers
with two Intel Xeon Gold 6338 32-core CPUs which run at 2.0GHz and 128GB of DDR4-3200 ECC RAM.
Network interfaces includes Two Intel XL710 40GbE NICs with SR-10V virtualization. Storage; 2TB NVMe SSD
for keeping logs. Operating system: Ubuntu 22.04 LTS with kernel 5.15.0-rt and custom DPDK patches for
processing packets without copying them.
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Network topology: QAND was placed between the edge router and the application servers, where it handled all
incoming traffic. The minimum capacity is 40Gbps of total throughput. During business hours, the normal traffic
load is 5 to 12 Gbps, but it can spike to 18 Gbps during flash sales. The standard infrastructure for the network path
includes a firewall (Palo Alto PA-5260), a load balancer (F5 BIG-IP 8950), and 48 nginx workers as application
servers.

4.1.2 Attack Traffic Generation

We created attacks using a custom botnet simulator with 50,000 virtual bots spread out over 200 /24 subnets. These
bots had the same characteristics as real botnets from Project Shield's attack corpus [78]. Types of attacks: (1) UDP
flood: random source IPs, destination port 80, packet size 1024B, and a steady rate of 20Ghps. (2) SYN flood—
spoofed sources that follow autonomous system distribution, TCP SYN only, and a rate of 15Gbps. (3) HTTP flood:
10,000 requests per second from 10,000 different IPs to endpoints that use a lot of resources. (4) Slowloris—slow
HTTP headers, 5,000 connections at the same time with 10-second gaps. (5) DNS amplification—open resolvers
that send recursive queries, with an amplification factor of 50:1. (6) NTP amplification—MONLIST queries, 556:1
amplification.

Legitimate traffic: Replayed production logs from a major retail platform (anonymized according to a data sharing
agreement). Traffic details: 2.3 million unique IPs in 24 hours, 85% HTTPS on port 443, a median session length
of 4.2 minutes, and a geographic distribution that matches e-commerce demographics (40% North America, 35%
Europe, 25% Asia-Pacific). The highest legitimate rate was 18Gbps during flash sales.

4.1.3 Baseline Comparison Systems

We looked at QAND and three commercial solutions as well as two academic systems: (1) Cloudflare Enterprise
DDosS Protection (version 2024.1) through API integration. (2) F5 Advanced WAF (version 17.1.0) was set up
according to the rules. (3) Imperva Incapsula (cloud service, latest version as of the time of testing). (4) Li et al.'s
CNN-based detector [20] was reimplemented according to the specifications that were already available. (5) Zhang
et al.'s Random Forest classifier [19] with 24 features set up. All systems were tested under the same traffic
conditions and with the default or recommended settings to make the comparison fair.

4.2 Detection Accuracy Results

Table 1 shows how accurate the detection was for six types of attacks over a 72-hour testing period. QAND had an
average accuracy of 97.3% and a false positive rate of 0.8%. HTTP flood detection (96.4%) was the hardest because
it looked a lot like how real browsers work. Clear entropy signatures helped UDP flood detection (98.7%) because
real traffic has low source IP entropy (concentrated by ISP) and attacks have uniform distribution. The Slowloris
detection (96.1%) worked by finding strange connection hold patterns in the inter-arrival time entropy dimension.

Attack Type Detection Rate False Positive True Negative Response Time
UDP Flood 98.7% 0.3% 99.7% 1.8ms
SYN Flood 97.9% 0.5% 99.5% 1.9ms
HTTP Flood 96.4% 1.2% 98.8% 2.4ms
Slowloris 96.1% 0.9% 99.1% 2.8ms
DNS Amplification  98.2% 0.6% 99.4% 1.7ms
NTP Amplification  97.6% 0.7% 99.3% 1.9ms
Average 97.3% 0.8% 99.2% 2.1ms

Table 1: Detection Accuracy by Attack Type (72-hour evaluation, n=1.4M samples)

4.3 Comparative Analysis

Figure 2 compares QAND to five baseline systems in terms of how accurate it is at finding things and how many
false positives it has. QAND did better in all comparisons: it was 3.1% more accurate than Cloudflare (the best
commercial system) and 5.8% more accurate than Imperva (the worst performing). The false positive rate was 1.3
times lower than Li et al. [20] (the best academic system) and 3.6 times lower than F5 WAF. The main difference
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is that the graduated response strategy reduces the effect of false positives even when there is uncertainty about
classification.
Detection Performance: QAND vs State-of-the-Art Solutions
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Figure 2: Detection Accuracy and False Positive Comparison

4.4 Latency and Performance Analysis

Latency is shown in Figure 3 for different load conditions. QAND's median latency was 2.1ms when the system
was running normally (5Gbps), but it went up to 3.8ms when the system was under a lot of stress (40Ghps).
Important note: latency stayed the same even when there was an attack; the 98th percentile stayed below 5ms.
Cloudflare acted very differently: it took 1.2ms under normal load but 45ms under heavy attack because of traffic
scrubbing center routing. The F5 WAF always had a latency of 8 to 12 milliseconds, no matter what the conditions

were. It never got below 5 milliseconds.

End-to-End Latency Under Varying Load Conditions
50

~@- QAND (Proposed)
~— Cloudflare
—de— F5 Advanced WAF

40 4

30 4

2041

Latency (milliseconds)

10 N =

/-,/ r— .

.._.—f . 4
o
Normal Medium Heavy Extreme
5 Gbps 15 Gbps 30 Gbps 40 Gbps

Network Load Condition

Figure 3: System Latency Under Various Load Conditions

4.5 Resource Utilization
Figure 5 looks at how much memory and CPU are being used. During a sustained attack, QAND used 68% of its
CPU (43 of 64 cores) and 4.9GB of RAM. Its throughput was 40Gbps. The quantum randomization engine added
very little extra work (3% CPU). Most of the processing power went to calculating entropy (42% CPU) and inferring
neural networks (23% CPU). The memory footprint stayed the same no matter how much traffic there was because
the sketch data structures and memory buffer were both fixed in size. Because Cloudflare's architecture is based in
the cloud, it's not possible to directly compare resources. However, under the same conditions, F5 WAF used 75%
of the CPU and 5.8GB of RAM.
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Figure 5: CPU and Memory Utilization vs Traffic Load

4.6 Entropy Pattern Visualization

Figure 4 shows how entropy patterns change across six dimensions for real traffic and attack traffic. Legitimate
traffic (left panel, green) has low entropy (0.2-0.5 range) across all dimensions. Attack traffic (red on the right) has
a lot more entropy than normal traffic (0.6-0.95 range). The most noticeable difference is in the source IP
distribution: legitimate traffic groups by ISP and geography, while attacks spread evenly across IP space. The high
detection accuracy of QAND is due to this clear visual separation.
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Figure 4: Multi-Dimensional Entropy Profiles (Legitimate vs Attack Traffic)
DISCUSSION

5.1 Key Insights from Deployment

Deployment in production showed things that weren't obvious in the simulation. First, the goal is not perfect
detection; it is perfect response. A system that is 90% accurate and handles misclassifications well through
graduated tiers is better than one that is 99% accurate and uses binary blocking. Our five-tier system had 99.4%
legitimate throughput, even though 0.8% of users were wrong. This was because Tier 2 users only had a 10%
slowdown instead of being completely blocked.

Second, the quantum randomization layer was very useful against advanced attackers. We hired three companies
to do penetration testing to see if they could get into our systems. After 5 to 8 days, all three gave up and said the
system's behavior was "impossibly unpredictable.” One researcher said, "It's like playing chess against someone
who changes the rules in the middle of the game but still plays in a way that makes sense." The 100us configuration
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regeneration rate makes it impossible for an attacker to see what is happening. By the time they map one
configuration, the system has made 10,000 more.

Third, continuous online learning got rid of the gaps in security that come with retraining offline. We found a new
attack variant 3.2 seconds after it first happened. The neural filter changed in real time without having to wait for
retraining cycles. To update models, traditional ML systems would have to gather attack samples, plan retraining,
and then deploy the new models. This could take hours or even days [21, 22].

5.2 Real-World Deployment Case Study

We used QAND on a medium-sized e-commerce site that was being attacked by competitors with DDoS attacks
all the time. The previous defense (Cloudflare Enterprise at $50,000/month) still allowed for 4-6 hours of service
degradation every month. After QAND was deployed, downtime due to attacks went down to almost zero. In the
first week, 23 customers complained about rate limiting (false positives), but these complaints stopped once the
system learned how to handle normal traffic. The total cost of ownership will be $15,000 per month, which will
includes hardware depreciation and a support contract. This is a 70% cost savings with a better protection.

An unexpected problem will arise in like how mobile apps work. Entropy analysis will show that the iOS app
grouped API requests in a different ways which will create no sense. We used application-aware fingerprinting,
which is a user-agent-based whitelist with different entropy thresholds for known apps. This shows how important
it is to tune deployment in addition to designing algorithms.

5.3 Limitations and Mitigation Strategies

QAND has five main problems:

1. Mitigation: Analyzing encryption traffic will not look at payload entropy for HTTPS without decrypting TLS,
which is a kind of privacy issue.

2. Mitigation: Keeping an eye on network-layer features which are are still visible, like packet sizes, timing, and IP
distribution. 10T devices list likely to give false positives: Many IoT devices send and receive traffic in very
strange ways, like sending and receiving beacons all the time or using strange protocols.

3. Mitigation: A database of device fingerprints, each with a different level of randomness for each type of device.
Difficulty of deploying across multiple nodes: The current setup is on a single node. For multi-node deployment,
quantum seed synchronization between instances is necessary.

4. Mitigation: putting seeds in a hierarchy and randomizing them at the local level.IPv6 address space: IPv6's
massive address space (2°128) may dilute IP distribution entropy.

5. Mitigation: Analyze /64 subnet prefixes rather than full addresses.

5.4 Future Research Directions

There are a number of promising extensions that should be looked into. Federated learning might let different
QAND deployments share attack information without giving away sensitive traffic data [86]. Connecting to SDN
controllers would allow for dynamic traffic steering to scrubbing centers [72, 73]. Explainable Al techniques could
give operators understandable reasons for their classification choices [87]. Quantum machine learning on real
quantum hardware may eventually provide computational benefits, although current quantum computers do not
possess the requisite gate counts and coherence times for practical implementation [88].

CONCLUSION

DDos attacks are getting more complex, bigger, and more harmful to the economy. Adaptive adversaries are too
fast for traditional mitigation methods that rely on static signatures or retraining every now and then. This paper
introduced QAND, an innovative defense framework that incorporates three fundamental innovations: multi-
dimensional entropy fingerprinting for accurate attack characterization, quantum-inspired randomization to thwart
reconnaissance attacks, and continuous online learning for real-time adaptation.

Testing in a real-world setting had shown this solution which have a lot of benefits over other ones. QAND was
able to detect 97.3% of attacks with 0.8% false positives while still allowing 99.4% of legitimate traffic to flow
through even when attacks were going on at 30Gbps. A comparative analysis revealed an accuracy improvement
of 3.1-5.8%, a reduction in false positives by a factor of 1.3-3.6, and an enhancement in latency by a factor of 2.8-
21.4 compared to commercial and academic baseline systems. Resource profiling revealed that production data
could be acquired with 68% CPU utilization and a memory footprint of 4.9GB at 40Gbps throughput.
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The quantum-inspired randomization engine is a huge step forward in defense strategy. QAND makes a moving
target that attackers can't easily find by adding controlled non-determinism.. The 27128 configuration space with a
100us evolution rate makes it impossible to reverse-engineer. When combined with ongoing learning, this makes
it possible to adapt faster than attackers can come up with ways to stop it.

Our graduated response strategy solves the long-standing problem of false positives in anomaly detection. Instead
of just allowing or blocking, five levels of confidence apply proportional restrictions. This reduces collateral
damage; even users who are wrongly classified as bad users experience graceful degradation instead of being
completely blocked. This method has now proven to work in a production with a throughput maintenance value of
around 99.4% and a false positive rate will around 0.8%.

You can find QAND's main algorithms, training datasets, and evaluation scripts on github.com/qand-defense. We
hope that researchers is going to build on this work by making it more accurate in the figures, using very minimal
resources, and changing the whole method to deal with new attack vectors. The DDoS threat will always be there,
but defenses change and are hard to predict in it, like QAND, are a step in the right direction in this ongoing arms
race.
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